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ABSTRACT

Gust front is a kind of meso- and micro-scale weather phenomenon that often causes serious ground wind
and wind shear. This paper presents an automatic gust front identification algorithm. Totally 879 radar
volume-scan samples selected from 21 gust front weather processes that occurred in China between 2009 and
2012 are examined and analyzed. Gust front echo statistical features in reflectivity, velocity, and spectrum
width fields are obtained. Based on these features, an algorithm is designed to recognize gust fronts and
generate output products and quantitative indices. Then, 315 samples are used to verify the algorithm and
3 typical cases are analyzed. Major conclusions include: 1) for narrow band echoes intensity is between 5
and 30 dBZ, widths are between 2 and 10 km, maximum heights are less than 4 km (89.33% are lower than
3 km), and the lengths are between 50 and 200 km. The narrow-band echo is higher than its surrounding
echo. 2) Gust fronts present a convergence line or a wind shear in the velocity field; the frontal wind speed
gradually decreases when the distance increases radially outward. Spectral widths of gust fronts are large,
with 87.09% exceeding 4 m s−1. 3) Using 315 gust front volume-scan samples to test the algorithm reveals
that the algorithm is highly stable and has successfully recognized 277 samples. The algorithm also works
for small-scale or weak gust fronts. 4) Radar data quality has certain impact on the algorithm.
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1. Introduction

Gust front is a kind of meso- and micro-scale dis-

astrous weather condition that is often caused by ma-

ture thunderstorms or squall line systems. Storms can

generate discontinuous meteorological elements when

sinking cold air reaches low levels and converges with

environmental air. Gust fronts often lead to strong

winds and wind shear when transiting, so they can

pose a threat to agriculture and aviation operations.

A large number of gust front instances have been ob-

served by the extensive network of China’s new gener-

ation weather radar (CINRAD). So far, mature and

reliable automatic identification algorithms for gust

fronts have not been developed in China, though the

CINRAD data provide plenty of useful information for

gust front research and identification.

Byers and Braham (1949) pointed out that

thunderstorms influence the surrounding areas that

greatly exceed the thunderstorm itself. Fujita (1963)

suggested that evaporative cooling behind the gust

front will cause a pressure rise. Goff (1976) conducted
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a detailed analysis of the stream structure of storms

and gust fronts. Wihelmson and Chen (1982) consid-

ered that outflow from thunderstorms can trigger the

formation of new convective cells in multi-cell storms.

Wilson and Schreiber (1986) pointed out that uplifted

flow along a gust front allows maternal storms to re-

main energetic and forms a new cell. Zrnic and Lee

(1982) and Klingle et al. (1987) statistically ana-

lyzed Doppler radar echo characteristics of gust fronts.

Uyeda and Zrnic (1985) presented a recognition algo-

rithm based on the radial velocity of convergence lines

by improving the cyclone recognition algorithm. Her-

mes et al. (1993) added a vertical continuity check

in the algorithm and developed a wind shear detec-

tion algorithm. Delanoy and Troxel (1993) proposed a

function template correlation (FTC) method to iden-

tify gust fronts; subsequently, Troxel et al. (1996) de-

signed gust front recognition algorithms for the ASR-9

and TDWR radars. Smalley et al. (2005) borrowed

the algorithm in ASR-9WSP to design a new recogni-

tion algorithm for NEXRAD.

In China, Ge (1986) made a comparative anal-

ysis between the static and travelling gust fronts us-

ing Beijing and Oklahoma’s weather radar data, and

found that two kinds of gust fronts reflect different

roles of the downdraft and environmental wind. Liu et

al. (2007), Bi et al. (2008), Hu et al. (2008), Wu et al.

(2009), Liang (2010), Diao et al. (2011), Yuan et al.

(2011), Xu et al. (2012), Zhuang and Liu (2012), and

Xue and Dong (2013) also drew similar conclusions

by analyzing gust front instances. Li et al. (2006),

Zhu and Zhou (2006), and Wang et al. (2007) ana-

lyzed the radar echo characteristics of gust fronts and

showed that gust fronts exhibit linear and weak echoes

in the reflectivity field, corresponding with wind speed

convergence or wind shear area in the velocity field.

Zong (2009) identified gust fronts by searching for con-

vergence zones of wind speed. Chen (2009) used the

edge-detection technology to estimate the gust front

echoes. Li (2010) referred to the Delanoy’s method

and achieved narrow-band identification. Zheng et al.

(2013) used the bidirectional gradient method to rec-

ognize narrow-band echoes.

Echo characteristics of gust fronts are the basis

of recognition algorithms. In the past, the echo fea-

tures were obtained from a few site cases that may

have lacked broader applicability. In this paper, we

select 879 radar volume-scan samples from 21 gust

front weather processes that occurred in China be-

tween 2009 and 2012. Detailed reflectivity, veloc-

ity, and spectral width field characteristics are to

be investigated, which will then be used to design

a narrow-band echo and a convergence line recogni-

tion sub-algorithm. The narrow-band echo identifi-

cation sub-algorithm is an improvement of Smalley’s

method (Smalley et al., 2005), and the convergence

line recognition sub-algorithm uses least-squares fit-

ting combined with other thresholds. Algorithm prod-

ucts and six quantitative indicators that could repre-

sent the strength of gust fronts will also be given. For

testing the algorithm, 315 volume-scan samples are to

be used. Three typical instances are analyzed, and the

algorithm strength, weakness, and applicability well

be discussed.

2. Statistics of gust front echo characteristics

Gust front echo characteristics were obtained by

counting radar historical data before designing the al-

gorithm. Radar historical data from 21 gust front pro-

cesses detected at 19 radar stations (Beijing, Tian-

jin, Shijiazhuang, Puyang, Shangqiu, Xuzhou, Lian

Yungang, Zhengzhou, Bengbu, Yancheng, Zhu Ma-

dian, Fuyang, Hefei, Changzhou, Jiujiang, Nanchang,

Chengdu, Chongqing, and Guangzhou) in different re-

gions of China from 2009 to 2012 were selected for sta-

tistical analysis. This dataset consists of 879 volume-

scan samples that span the entire life cycle (birth to

death) of the gust fronts, and include detailed charac-

teristics of reflectivity, velocity, and spectral width.

2.1 Reflectivity field

A gust front appears as a line or arc echo in

the reflectivity field, which is referred to as narrow-

band echo in radar meteorology. The counting ele-

ments of a narrow-band echo include intensity, width,

height, length, and the relationship between narrow-

band echo and its surroundings.

Proportions within a range of narrow-band inten-
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Fig. 1. Statistics of narrow-band (a) intensity, (b) width, (c) maximum height, and (d) length.

sities are shown in Fig. 1a, which indicates that a

large proportion (93.85%) of intensity values is weak

(between 5 and 30 dBZ). The narrow-band intensity

range of 10–15 dBZ accounts for the highest propor-

tion (26.15%) for the analyzed samples. The narrow-

band widths are shown in Fig. 1b, with about 97.10%

within the 2–10-km range. The narrow-band width

of 4 km accounts for the highest proportion (19.80%).

Figure 1c shows that gust fronts occur mostly at low

altitudes, and narrow-band echoes do not exceed 4 km

and most of them (89.33%) are lower than 3 km. Dur-

ing severe thunderstorms, cold flow has a wide range

and strong intensity, so the narrow-band can be long

due to sinking and diverging cold flow (Fig. 1d). The

majority (81.90%) of narrow-band lengths are between

50 and 200 km. In primary moments, the gust front

is close to maternal storms common with a shorter

narrow-band length of 50 km; however, as a gust front

moves forward, the length may increase. The narrow-

band length echoes also have a certain relationship

with the type of maternal storm. A squall line system

can have a longer narrow-band echo and a thunder-

storm may have a shorter one.

The narrow-band is closely related to the mater-

nal storm, and it usually appears on the leading edge

of the maternal storm. In the primary stage, a gust

front is near to a storm echo or may be connected

together. However, as a storm develops and a gust

front increases in velocity, the interval between them

will gradually increase. Another key feature of the

narrow-band echo is that the intensity of a narrow-

band is stronger than its surrounding echoes by at

least 5 dBZ, and the latter presents no echo or much

weaker than the former.

2.2 Velocity field

A gust front presents a wind shear or a conver-

gence line in the velocity field. A wind shear connected

with a stronger environment flow (Fig. 2a) and a con-

vergence line corresponding to the weaker environment

flow (Fig. 2b) both can reach a maximum speed gra-

dient on the frontline. Occasionally, we can detect the

linear echo in the velocity field (Fig. 2c).

Depending on the direction at which a gust front

is moving, we categorize the speed convergence and

wind shear as moving away from the radar or mov-

ing toward the radar, schematically represented in Fig.

3. Figures 3a and 3c represent the conditions of wind

shear, where the radial velocity decreases from a larger

positive speed to a smaller positive speed near the

radar side, and decreases from a smaller negative speed

to a larger negative speed away from the radar side.

Figures 3b and 3d show speed convergences, where the

features of the radial velocities are changing similarly

to the wind shear. Therefore, the speed on both si-

des of a gust frontline will convert from larger positive
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Fig. 2. Typical echo characteristics of a gust front in the velocity field.

speed (smaller negative speed) to smaller positive

speed (larger negative speed), namely, the speeds are

continuously decreased when the distance increases.

When the angle between the frontline and the radar

radial line is small, the wind shear is characteristic

of an azimuthal shear. In addition, wind speeds still

decrease from one side to the other.

2.3 Spectral width field

As shown in Fig. 4, the spectral width value of

the gust front is large. About 87.09% exceed 4 m s−1,

and are mostly between 4 and 12 m s−1, with 4–8

and 8–12 m s−1 accounting for 38.36% and 36.89%,

respectively.

3. Algorithm design

3.1 Summary of algorithm

The purpose of a gust front recognition algo-

rithm is to identify the gust front by using radar data,

namely using radar data as input and producing gust

front identification products and related indicators as

output. The algorithm processing framework shown

in Fig. 5 illustrates that the algorithm will prepro-

cess the radar base data, and then is devided respec-

tively into the narrow-band echo and the convergence

line identification sub-algorithms. Finally, the gust

front identification products and quantitative indexes
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Fig. 3. Schematic of speed change near the gust front.

Fig. 4. Statistics of spectral width of gust fronts.

are generated as output.

3.2 Data preprocessing

Data preprocessing involves quality control of

radar base data, including noise filtering, missing data Fig. 5. Framework of gust front recognition algorithm.
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filling, and data smoothing. Isolated points, singular-

ity, and radial strip noises may be caused by birds,

aircraft, and radio interference. Missing data are

the lacking measurement points, pieces, and radials.

Noises and missing data will influence the subsequent

algorithm to a certain extent. Liang et al. (2002) used

the “K-area-and-frequency” method to filter noises

and fill missing data in the velocity field before cor-

recting the velocity ambiguity. In this paper, the pa-

rameters of this method are tested to select the opti-

mal parameter configuration. They are then applied

to our radar data treatment in reflectivity and veloc-

ity fields. The principle of K-area-and-frequency is as

follows:

1) Select anM×N small sliding window, then di-

vide the data value range into P equal intervals. The

interval distance is ∆d, and the centre value of the

window is Vij , so make Vij ±∆d/2 as the P+1 inter-

val.

2) Counting points distributed in different fre-

quency ranges (X1, X2, . . . , XP ) and X ′ in the M ×N

window. Assume that Xmax is the maximum among

X1, X2, . . . , XP , and X ′, then select the median of the

interval corresponding to Xmax as VP .

3) Make V ′

ij as the new value for window center,

meanwhile eliminate noise and fill lacking measure-

ments through Eq. (1). Let k1 represent the threshold

of eliminating noise, k2 represent the threshold of fill-

ing lacking measurements, and zero represents no echo.

The physical meaning of Eq. (1) can be interpreted as

follows: when the original value of the window center

Vij is not zero, namely, it is an effective echo point,

if X ′ is less than or equal to k1, it is suggested that

similar echo points rarely exist around the center, so

it is a singular point and should be deleted; when X ′

is greater than k1, this indicates that there are a suffi-

cient number of similar echo points around the center,

so this point is a normal point in continuous areas and

should be reserved. The window midpoint Vij is an ef-

fective point when it is equal to zero, so we should con-

sider whether it is a lacking measurement point and

should be filled or not. When Xmax is greater than

k2, it suggests that this point’s frequency is large in a

certain interval and there are enough efficient points

around it, so it should be filled by giving the midpoint

of the corresponding interval; when Xmax is less than

k2, it indicates that there is no echo or less echoes in-

side the window and that efficient points seldom exist

around it, therefore this point is invalid and does not

need to be filled.

V ′

ij =



















0, Vij 6= 0 and X ′ 6 k1;

Vij , Vij 6= 0 and X ′ > k1;

VP , Vij ≈ 0 and Xmax > k2;

Vij , Vij ≈ 0 and Xmax < k2.

(1)

“K-area-and-frequency” uses the correlation of

the same object’s echo with a clear physical mean-

ing, but the selection of parameters M , N , P , Rp+1,

k1, and k2 will have a greater impact on the result.

Thus, it is necessary to have multiple sets of tests for

parameters to compare the influences of different pa-

rameter configurations. For the S-band CINRAD, the

reflectivity gate length is 1000 m and the velocity and

spectral width gate length is 250 m. Table 1 gives the

optimal parameters.

After “K-area-and-frequency” treating, a five-

point moving average is utilized to smooth the radial

velocity data, which could be beneficial to slow down

the data fluctuation for identifying convergence lines.

Table 1. Optimal parameters for “K-area-and-frequency” in reflectivity

Data type
Window Interval Interval Eliminating Filling Range of P+1

size number distance threshold threshold interval

Reflectivity M N P ∆d k1 k2 Rp+1

3 3 15 5 3 4 Rij±10

Radial velocity/spectral width 3/5 3/5 15/9 4/4 3/8 4/8 Rij±8/Rij±4

3.3 Narrow-band identification

Smalley et al. (2005) realized the extraction of

linear echo by using a method of combining matrix

template with scoring function, which has been used

as one of the core algorithms of gust front recogni-
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tion in NEXRAD. However, his matching template is

not designed for the features of gust fronts observed

in China, and there are some shortages that still ex-

ist in his scoring function. Here, a new narrow-band

matching template is designed based on the character-

istics of the gust fronts that we analyzed above, and

the corresponding scoring function for the matching

template is also redesigned. The steps of narrow-band

identification are described in detail as follows:

1) Coordinate transformation: Transforming the

radar basic data from polar coordinate to Cartesian

coordinate.

2) Construction of narrow-band matching tem-

plate: The template is a matrix operator shown in

Fig. 6. According to the statistical characteristics in

reflectivity field of a gust front, the template width

and length are set to 9 and 17 km, respectively. The

template consists of 35 points that include 17 red ones

representing the points on the narrow-band echo and

18 green ones representing the points on the two sides.

The black point is the center of the template. We ob-

tain the reflectivity value of these 35 points from the

matching template.

3) Scoring function: The redesigned scoring func-

tion for the matching template is shown in Fig. 7a.

The red line is for a narrow-band echo. The score

gradually increases from 1 to 6 as the reflectivity value

is enhanced for narrow-bands (5–35 dBZ), while the

score is –6 when the reflectivity value is not a point of

narrow-band (< 5 dBZ or > 35 dBZ). The green line

represents the scoring function of two sides echo, the

score gradually decreases from 6 to 1 as the reflectivity

value is increased (5–30 dBZ), and the score is –6 in

the other intervals. The matching template should be

combined with the scoring function so that the reflec-

tivity value of the narrow-band echo is 5 dBZ higher

than its surrounding echo; this can help to detect the

narrow-band echo whose reflectivity value is high in

the middle and low on both sides. According to the

reflectivity values of the 35 points in the template, we

can obtain the Scorei (i = 1, 2, . . ., 35) through the

scoring function, then add all of them to calculate the

Scoresum, as shown in Eq. (2). Figure 7b shows the

scoring function presented by Smalley et al. (2005).

Comparing Figs. 7a with 7b indicates that when us-

ing the redesigned scoring function, Scorei must be

greater than (or equal to) 7 and Scoresum must be

at least 120 when the matching template is on the

narrow-band echo whether its reflectivity is weak or

strong; therefore, a stable threshold could be set eas-

ily to distinguish the narrow-band echo. However, the

Smalley’s scoring function does not have this advan-

tage; it has a large variation as the narrow-band has a

different reflectivity. The narrow-band could be extr-

Fig. 6. Narrow-band echo matching template.
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Fig. 7. Scoring functions for matching template of narrow-band. (a) The resigned scoring function presented in this

paper and (b) the scoring function presented by Smalley et al. (2005).

acted only when the reflectivity value is between 5 and

15 dBZ, but unfortunately the actual observations al-

ready reveal that the narrow-band echo is likely to

appear between 5 and 30 dBZ. Hence, the universal-

ity and stability of the redesigned scoring function is

greater than Smalley’s.

Scoresum =
35
∑

i=1

Scorei, (2)

4) Template rotating and the maximum score cal-

culation: In reality, the direction of the narrow band

could not be prescient, so the matching template must

be rotated to adapt to different angles. As shown in

Fig. 8, A′ is the rotated point of A at a rotation

angle, β = 15◦, whereby 12 different templates are

generated with different angles. The coordinate after

rotating could be calculated from Eqs. (3) and (4).

By this means, 12 Scoresum can be obtained, namely,

Scoresumi (i = 1, 2, . . ., 12) and their maximum will

be taken as the final Max−Scoresum.

X = OA′ × sin(α+ β), (3)

Y = OA′ × cos(α+ β). (4)

5) Score threshold judgment: Max−Scoresum sat-

isfies the narrow-band echo, when Max−Scoresum is

larger it conforms to the features of the narrow-

band echo. Therefore, a score threshold called

“Score−threshold” is set to judge the Max−Scoresum.

When Max−Scoresum is greater than Score−thres-

hold, it represents a point of narrow-band echo.

6) Edge threshold judgment: After score thresh-

old judgment, a wide range of precipitation and scat-

tered echo can be filtered and the linear echo will re-

main. However, another linear echo may remain, the

difference between this echo and the narrow-band echo

is: in the reflectivity field, narrow-band echo is high in

the middle and low on two sides, but this non-narrow-

band linear echo presents as one side has no echo but

the other side and the middle have well-distributed

weak echoes. The latter must be removed because it

Fig. 8. Template rotation schematic.
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can also generate a high Max−Scoresum. For this

purpose, a technology is taken as follows: when

calculating the Max−Scoresum, the template angle

is recorded and “Score−left” and “Score−right” are

then calculated for the columns on either side of the

narrow-band (as shown in Fig. 6, 18–26 on the left,

and 27–35 on the right); setting a variable called

“Edge−threshold” when |Score−left–Score−right| is

greater than Edge−threshold; if it is demonstrated

that this is not a narrow-band echo, it is deleted.

Edge−threshold reflects the different scores on both

sides of the matching template.

7) Altitude judgment: Gust front is produced at

the low level and earlier statistics show that the al-

titude does not exceed 4 km. Hence, use Eq. (5) to

judge the echo altitude and filter the residual clutter

whose height is greater than 4 km.

H = h+R sin δ +
R2

17000
, (5)

where h represents the radar site height, R is echo dis-

tance, and δ is radar elevation.

8) Coordinate transformation: Transforming the

coordinate from Cartesian back to Polar.

After the eight steps above, the narrow-band echo

can be identified. An instance shown in Fig. 9 was

Fig. 9. Narrow-band echo recognition effect of Fuyang radar at 1307 BT 5 June 2009 with a display distance of 300 km.

(a) Original reflectivity, (b) image after preprocessing and coordinate transformation, (c) image after template matching

and score grading (Score−threshold = 120), and (d) narrow-band echo after edge and height judgment (Edge−threshold

= 30).
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detected by Fuyang radar at 1307 BT (Beijing Time)

5 June 2009. A comparison of Figs. 9a and 9b shows

that the reflectivity field becomes smooth after data

pretreatment, the noises and scattered points have

been filtered, and the lacking radial data have been

filled. Furthermore, after template matching and func-

tion scoring, a wide range of precipitation and clutter

echo are filtered out. Subsequently, the pseudo linear

echo and clutter are mostly eliminated after edge and

altitude judging, a finally effect is shown in Fig. 9d.

3.4 Convergence line identification

The statistics of gust front velocity echo charac-

teristics show that gust fronts present a convergence

line or wind shear in the velocity field. Radially out-

ward, the speeds gradually decrease with the distance.

Therefore, the least-square method can be used to fit

this feature. The detailed steps for the convergence

line identification are described as follows.

Set the linear regression equation as below:

v∗ = a+ br, (6)

where a and b are the speed constant and speed slope,

r is the distance, and v∗ is the estimated speed.

Then, the error between the estimated and mea-

sured value is:

δi = vi − v∗ = vi − a− br, (7)

where vi is the measured speed.

According to the principle of least squares, the

value of the following equation must be minimized to

have the lowest error sum of squares (D):

D =

n
∑

i=1

δ2
i =

n
∑

i=1

(vi − a− bri)
2. (8)

Then,

∂D

∂a
= −2

n
∑

i=1

vi − a− bri = 0, (9)

∂D

∂b
= −2

n
∑

i=1

(vi − a− bri)ri = 0. (10)

The solution is

Rs =
∂v

∂r
= b =

n
∑

i=1

vi

n
∑

i=1

ri − n
n
∑

i=1

viri

n
∑

i=1

ri

n
∑

i=1

ri − n
n
∑

i=1

r2
i

. (11)

Equation (11) is used to compute the radial shear

(Rs). The available azimuthal shear (As) is computed

as follows:

As =
∂v

∂θ
=

n
∑

i=1

vi

n
∑

i=1

θi − n
n
∑

i=1

viθi

n
∑

i=1

θi

n
∑

i=1

θi − n
n
∑

i=1

θ2
i

, (12)

where θ is the azimuth.

Synthesizing radial shear and azimuthal shear col-

lectively are referred to as combined shear (Cs):

Cs =
√

R2
s +A2

s . (13)

Further judgment is needed for the least-squares

fitting for radial shear and combined shear. Set

a variable called “Radial−shear”, as the speeds de-

crease continually when they pass through the gust

front, so Radial−shear must be less than zero.

As for combination shear, set a threshold called

“Combination−shear”, it must be large enough as gust

fronts can cause strong wind shear. At last, some scat-

tered points in the result will be filtered by using a

sliding window.

Figure 10 is the result of convergence line iden-

tification at 1249 BT 5 June 2009. A comparison of

original velocities (Fig. 10a) and the velocity after pre-

processing (Fig. 10b) shows that noise and data gaps

are both effectively treated by preprocessing, resulting

in a smooth velocity image with more compact edges.

Figure 10c is the result after least-squares fitting and

thresholds judging, the convergence line is completely

extracted. After filtering scattered points, the final

convergence line is shown in Fig. 10d.

3.5 Quantitative indexes

The strength of a gust front is described by six

quantitative indicators (Zheng et al., 2013), as shown

in Table 2. The six indicators are output after the

convergence line identification is completed. They re-

flect the strength of the gust front directly, and can be

used in the prediction of strong wind and wind shear.

4. Algorithm products and effect

4.1 Algorithmic products

Several quality problems of CINRAD data will
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Fig. 10. Convergence line identification effect of Fuyang radar at 1249 BT 5 June 2009 with a display distance of 150

km. (a) Original velocity, (b) image after preprocessing, (c) image after least-squares fitting and threshold judging, and

(d) convergence line image after scatter filtering.

Table 2. Quantitative indexes of gust front

Indicator name Variable Unit

Maximum positive speed on frontline Max−PV m s−1

Maximum negative speed on frontline Max−PV m s−1

Mean positive speed on frontline Aver−PV m s−1

Mean negative speed on frontline Aver−NV m s−1

Maximum wind shear Max−Shear m s−1 km−1

Mean wind shear Aver−Shear m s−1 km−1

cause adverse effects to the algorithm. Examples are:

the radar only detects one of the narrow-band or con-

vergence line echoes, the narrow-band echo is too close

to the radar station, there is a seriously lacking of ve-

locity data or there exists interferential strip echo in

reflectivity field. Therefore, the gust front identifica-

tion algorithm must be optimized to yield as much

information as possible. In this paper, our algorithm

generates three output products: narrow-band echo

product, convergence line product, and final front-
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line product. Narrow-band echo and convergence line

products result from sub-algorithms, while the final

frontline product is obtained according to the space

consistency of narrow-band echo and convergence line,

and will synthetically locate the frontline. The specific

approaches are as follows.

If one point is both the narrow-band echo and

convergence line, this point will be defined as “Gust

front;” if it is only on the narrow-band, it will be de-

fined as “Suspicious area of narrow-band,” similarly, if

it is only on the convergence line, it will be defined as

“Wind shear zone.” In the “Final frontline product,”

the “Gust front,” “Suspicious area of narrow-band”

and “Wind shear zone” will be noted in different color

codes. The “Gust front” results from radar detection

of both narrow-band echo and convergence line, which

is highly indicative of a gust front. The “Suspicious

area of narrow-band” just suggests that the radar has

only detected narrow-band echo, and two situations

are possible. First, a similar linear weak echo may ex-

ist but not a gust front on the reflectivity field. Second,

the echo is a gust front, but the quality of the velocity

field data is so poor that the radar fails to identify the

convergence line. The “Wind shear zone” represents

a risky area with strong wind shear. For “Suspicious

area of narrow-band” and “Wind shear zone,” if they

connect the “Gust front” into a line, then they are also

part of the gust front.

In the example shown in Fig. 11, the algorithm

identifies the narrow-band echo and convergence line.

In the final frontline product, the whole frontline has

been recognized; furthermore, in addition to the red

line as a gust front, both sides are linked together with

the green line and the yellow line as parts of the gust

front.

4.2 Effect test

Gust front samples were collected to test the al-

Fig. 11. Gust front recognition products of Shangqiu radar at 1433 BT 3 June 2009 with a display distance of 300 km.

(a) Original reflectivity, (b) narrow-band echo product, (c) original velocity, (d) convergence line product, and (e) final

frontline product.
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gorithm’s effect. Samples were selected from differ-

ent gust front processes (i.e., having varied strength,

moment, and area) to include samples from 3 strong,

6 moderately strong, and 5 weak gust fronts. In to-

tal, 315 samples were analyzed within the entire gust

front life cycle (i.e., birth to death). The algorithm is

considered successful when one of the three products

is identified. Testing results show that the algorithm

was stable and highly successful, with 277 samples suc-

cessfully identified (87.94%), as summarized in Table

3. Only 3 samples were not successfully identified on

6 July 2010 in Shijiazhuang (Tables 3 and 4). Failure

cases in Shijiazhuang are the result of a limitation of

the algorithm, whereas the other failures are caused

possibly by the quality problems of CINRAD data.

Therefore, the quality of radar data greatly influences

the success of the algorithm.

Table 3. Algorithm recognition sheet

No. Processes (data, site) Strength Samples Product 1 Product 2 Product 3 Failing type

1 20090614 Hefei Medium 16 15 8 15 1, 2, 4

2 20090603 Shangqiu Strong 25 25 21 25 1, 4

3 20090603 Xuzhou Medium 26 23 12 23 1, 3, 4

4 20090603 Zhengzhou Medium 20 19 15 19 1

5 20090605 Fuyang Strong 35 33 26 33 4

6 20090605 Hefei Medium 10 10 4 10 4

7 20100617 Xuzhou Strong 58 48 15 48 4

8 20100706 Lianyungang Weak 16 10 7 10 4

9 20100805 Yancheng Weak 31 23 16 23 1,4

10 20110726 Shijiazhuang Weak 11 8 8 8 5

11 20110727 Changzhou Medium 12 10 8 10 2

12 20110729 Beijing Weak 14 13 13 13 1, 2

13 20110730 Changzhou Weak 32 31 9 31 4

14 20120516 Changzhou Medium 9 9 1 9 4

Total samples 315 Success 277 Failure 38 Success rate = 87.94%

Table 4. Reasons for unsuccessful samples

Type Type description Effect to algorithm

Type 1 Radial interference noise More false alarm on narrow-band echo

Type 2 Feature clutter around the stations Truncate narrow-band echo

Type 3 Super refraction echo More false alarm on narrow-band echo

Type 4 Poor velocity data quality Fail to identify convergence line

Type 5 Limitations of the algorithm Fail to identify

4.3 Typical examples

Figure 11 indicates that the algorithm is effec-

tive for detecting strong gust fronts. Three typical

instances (i.e., one medium and two weak gust fronts)

are used to analyze the algorithm’s effect (shown in

Figs. 12, 13, and 14). Figure 12 shows a gust

front (generated by a squall line system) detected by

Zhengzhou radar at 1226 BT 3 June 2009; the algo-

rithm can identify the narrow-band echo, the conver-

gence line, and the frontline. Figure 13 shows that the

gust front (also generated by a squall line system) is

detected by Shijiazhuang radar at 1335 BT 26 July

2011. Figure 13 indicates that there is an impercepti-

ble gust front southeast of the squall line system, the

algorithm can identify the weak narrow-band echo and

convergence line successfully, and the discriminating

frontline is very clear. Figure 14 shows a gust front

(generated by a storm cell) detected by Changzhou

radar at 0718 BT 30 July 2011. It demonstrates that

there is a downburst at about 60 km northwest of the

radar station and a small-scale gust front about 30

km east of the radar station. In this case, the algo-

rithm nearly identifies the gust front but requires some

interpretation by an experienced forecaster. These

three cases reveal that the algorithm is effective for
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Fig. 12. As in Fig. 11, but for Zhengzhou radar at 1226 BT 3 June 2009. (a) Reflectivity, (b) narrow-band echo

product, (c) velocity, (d) convergence line product, and (e) frontline product.

Fig. 13. As in Fig. 11, but for Shijiazhuang radar at 1335 BT 26 July 2011.
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Fig. 14. As in Fig. 11, but for Changzhou radar at 0718 BT 30 July 2011.

identifying strong gust fronts, and weak and small-

scale gust fronts.

4.4 Algorithm virtues and applicability

The gust front automatic identification algorithm

presented in this paper has several virtues: 1) the gust

front statistical characteristics are collected from dif-

ferent regions of China, which ensures the universality

of the algorithm; 2) the algorithm is divided into two

sub-algorithms for identifying the narrow-band echo

and convergence line, so it is more complete than the

former methods; 3) the algorithm is also effective for

weak or small-scale gust fronts; and 4) the algorithm

can output three products, including detailed recogni-

tion information. Therefore, the users have a higher

probability of making the correct judgment by using

the algorithm products.

The algorithm also has some limitations: 1) when

the radar data have quality problems, the algorithm

may produce false alarm narrow-band echo. 2) The

algorithm can only produce six simple quantitative in-

dicators of gust fronts; some technologies still need to

be researched in the next step, such as the gust front

moving direction, moving speed, and possible affected

area.

The algorithm is designed for S-band weather

radar. For radars of other bands, the correspond-

ing parameters should be adjusted. The optimal val-

ues of parameters used in the algorithm are shown in

Table 5.

5. Summary and conclusions

This paper presents an automatic gust front iden-

Table 5. Optimal values of parameters used in the algorithm

Gust front intensity
Threshold

Score−threshold Edge−threshold Combination−shear

Strong 125–130 20–30 3–4

Medium 122–125 30–40 2–3

Weak 120–122 40–50 1–2
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tification algorithm. As the basics, 879 radar volume-

scans selected from 21 gust front weather processes

that occurred in different regions of China between

2009 and 2012 were counted and the gust front sta-

tistical characteristics in the reflectivity, velocity, and

spectral width fields were obtained. Then, based

on these statistical characteristics, narrow-band echo

and convergence line recognition sub-algorithms were

designed with identification products and six quanti-

tative indicators as outputs. Finally, 315 samples were

used to test the algorithm’s effect and three typical

recognition instances were utilized to demonstrate the

effect. In the end, the virtues and limitations of the

designed algorithm were summarized and the applica-

bility and optimal parameters of the algorithm were

given.

The following condusions are derived. (1) The

gust front reflectivity statistics show that the narrow-

band echo intensity is between 5 and 30 dBZ, the

width is between 2 and 10 km, maximum height is

less than 4 km with 89.33% lower than 3 km, and

lengths are between 50 and 200 km. The narrow-band

and maternal storm echoes are separated by a consid-

erable distance, and the narrow-band echo intensity is

higher than its surrounding echo. (2) Gust fronts in

the velocity field present a convergence line or a wind

shear that is expressed radially outward, the speeds

gradually decrease with distance. The spectral width

of a gust front is high, exceeding 4 m s−1 for 87.09%

of the samples. (3) The gust front identification al-

gorithm is highly stable and successful for the 315

gust front volume-scan samples that were tested, with

277 samples being successfully recognized regardless of

whether the gust front is weak or small scale. (4) Only

3 out of 38 unsuccessfully identified samples were due

to limitations of the algorithm itself, while the others

were caused by poor radar data quality. Therefore,

the quality of radar data greatly influences the success

of the algorithm.
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