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ABSTRACT

In this study, an approach combining dynamical initialization and large-scale spectral nudging is proposed
to achieve improved numerical simulations of tropical cyclones (TCs), including track, structure, intensity,
and their changes, based on the Advanced Weather Research and Forecasting (ARW-WRF) model. The
effectiveness of the approach has been demonstrated with a case study of Typhoon Megi (2010). The
ARW-WRF model with the proposed approach realistically reproduced many aspects of Typhoon Megi in a
7-day-long simulation. In particular, the model simulated quite well not only the storm track and intensity
changes but also the structure changes before, during, and after its landfall over the Luzon Island in the
northern Philippines, as well as after it reentered the ocean over the South China Sea (SCS). The results
from several sensitivity experiments demonstrate that the proposed approach is quite effective and ideal for
achieving realistic simulations of real T'Cs, and thus is useful for understanding the TC inner-core dynamics,
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and structure and intensity changes.
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1. Introduction

Significant progress has been made in high-
resolution numerical simulations of tropical cyclones
(TCs) since the pioneering work of Liu et al. (1997),
who successfully simulated many aspects of Hurricane
Andrew (1992) using a nested high-resolution model
with explicit cloud microphysics. It is this realis-
tic simulation that stimulated a series of studies that
attempted to understand many aspects of TC inner
core structure and dynamics (Liu et al., 1999; Zhang
et al., 2000, 2001, 2002; Yau et al., 2004). These

successful simulations also encouraged applications of

nearly cloud-resolving dynamical prediction of TCs us-
ing nested high-resolution regional atmospheric mod-
els in various ocean basins (Davis et al., 2008; Hen-
dricks et al., 2011; Tallapragada et al., 2012; Cha
and Wang, 2013). Note that the global analysis fields
are commonly used to provide both initial and lat-
eral boundary conditions for limited-area models in
numerical simulations of real TC cases, while the out-
put from a global model prediction is used to drive
a limited-area model in numerical prediction of TCs.
Numerical simulations/predictions by a limited-area,
high-resolution model are strongly constrained by the

large-scale forcing through the lateral boundary condi-
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tions. Since the analysis fields are closer to the actual
atmospheric state than the global model prediction,
a real case simulation is often more comparable with
observations than a prediction. Therefore, a realistic
simulation of a real TC case should not be mistaken as
a skillful prediction. Nevertheless, a skillful prediction
should not be expected if a model could not provide
a successful simulation driven by good analysis fields.
Because TCs always form over the open oceans where
high temporal and spatial resolution in-situ observa-
tions are generally lacking, a realistic simulation can
provide high-resolution datasets for process studies of
real TCs, such as their genesis, rapid intensification,
structure and intensity changes, island and terrain ef-
fects, and so on (e.g., Davis and Bosart, 2001, 2002;
Braun, 2002, 2006; Wu et al., 2003, 2009; Zhu et al.,
2004; Zhang et al., 2005; Braun et al., 2006; Cram
et al., 2007; Musgrave et al., 2008; Yang et al., 2008;
Hogsett and Zhang, 2009; Rogers, 2010; Hogsett and
Zhang, 2010, 2011; van Nguyen and Chen, 2011; Yang
et al., 2011; Zhang et al., 2011).

Sensitivity experiments perturbed from a realistic
simulation are often used to isolate and understand in-
dividual dynamical/physical processes. For example,
based on a real case simulation, Wu et al. (2003) inves-
tigated the eyewall evolution of Typhoon Zeb (1998)
before, during, and after its landfall over the Luzon
Island in northern Philippines. In a later study, Wu
et al. (2009) further studied how the island landmass
and the terrain over the land affected the eyewall evo-
lution of Typhoon Zeb (1998) crossing Luzon Island,
and they showed that the presence of Luzon Island
plays a critical role in the observed eyewall evolution
in Typhoon Zeb. In addition to the perturbed lower
boundary forcing, sensitivity experiments with differ-
ent physical parameterization schemes from the real-
istic control simulation are often used to understand
the possible effects of various physical processes on a
TC. For example, Braun and Tao (2000) and Li and
Pu (2008) examined the sensitivity of the simulated
TC intensity, rapid intensification, and boundary layer
structure to the planetary boundary layer (PBL) pa-
rameterization scheme. Zhu and Zhang (2006) and Li
and Pu (2008) studied the possible impact of cloud mi-
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crophysical processes on the simulated TC structure,
intensification, and the maximum intensity.

Although successful real-case simulations are very
useful for process studies, to achieve realistic simula-
tions of real-case TCs is often quite challenging. The
difficulty stems from several key aspects, including the
unrealistic representation of the initial TC intensity
and structure and the bias in the simulated large-scale
environmental flow field that governs the motion of the
TC due to discrepancies in model physics and the pre-
dictability of the synoptic-scale atmospheric motion.
In order to improve the initial TC structure and in-
tensity in numerical simulations, various approaches
have been proposed, such as implanting a bogus vor-
tex, bogus data assimilation (BDA), dynamical initial-
izations (DI), etc. The bogus vortex method is simply
to use an analytical balance vortex to replace the weak
vortex in the global (or regional) analysis at the ini-
tial time (Ueno, 1989; Leslie and Holland, 1995; Wang,
1998; Davis and Nam, 2001; Ma et al., 2007; Kwon and
Cheong, 2010). Although this method is very easy to
be implemented in any models, the three-dimensional
structure of the TC is empirical and physical and dy-
namical inconsistencies often exist between the initial
condition and the forecast model. The BDA method
uses variational data assimilation with synthetic ob-
servations of the TC vortex that closely matches the
observed TC intensity and structure (Goerss and Jef-
fries, 1994; Zou and Xiao, 2000; Pu and Braun, 2001;
Zhang et al., 2007). Although this method can alle-
viate the possible inconsistencies between the initial
field and the forecast model suffered by the direct bo-
gus vortex scheme, its performance depends greatly on
the availability of data in the observed TC. In most sit-
uations, bogus data based on some loosely constrained
TC parameters are artificially specified. The DI is to
achieve the TC initialization by integrating the fore-
cast model (Bender et al., 1993; Kurihara et al., 1993;
Peng et al., 1993; van Nguyen and Chen, 2011; Cha
and Wang, 2013). This method has the advantage
that the initial TC vortex is generated by the forecast
model so that the initial TC vortex is dynamically and
physically consistent with the forecast model.

There are several ways to generate the TC vortex
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by the DI method. Kurihara et al. (1993) spun up the
axisymmetric component of the TC vortex by running
the axisymmetric version of the forecast model while
they constructed the asymmetric component by inte-
grating a nondivergent barotropic model on a beta-
plane using the initial conditions from the spun-up
symmetric TC vortex. A similar DI scheme is used
in the Navy regional coupled model for TC prediction
(Hendricks et al., 2011), but the initial TC vortex is
spun up in a three-dimensional TC model of Wang
(2001) under idealized conditions. van Nguyen and
Chen (2011) developed a DI scheme where a TC vor-
tex is spun up through 1-h cycle runs from the initial
forecast time. The initial condition generated by this
DI scheme is dynamically consistent with the forecast
model since the identical model is used in both the cy-
cle runs and the forecast run. A similar DI scheme has
been recently developed by Cha and Wang (2013) for
real-time TC forecast. In their scheme, the TC vortex
is spun up through the 6-h cycle runs initialized at 6
h before the initial forecast time. The most important
part of their DI scheme is the use of a large-scale spec-
tral nudging technique during the cycle runs so that
the large-scale information can be well restored during
the cycle runs.

Since the large-scale environmental flow plays an
important role in controlling the TC motion, it is criti-
cal for a limited-area model to keep the evolution of the
large-scale flow as close to the observation as possible.
One way to do this is the scale-selective data assimi-
lation using a three-dimensional variational (3DVAR)
technique recently proposed by Liu and Xie (2012).
By this approach, the large-scale information from a
global forecast model is retained in a regional fore-
cast model. Another way to keep the large-scale in-
formation of the driving field in a limited-area model
is through the large-scale spectral nudging (SN) tech-
nique originally applied to dynamical downscaling us-
ing a regional model (von Storch et al., 2000; Feser and
von Storch, 2008). This technique has recently been
used in the cycle runs of the DI scheme for real-time
dynamical TC forecasts by Cha and Wang (2013).

In this study, the cycle run DI scheme is com-
bined with the large-scale SN to improve both the ini-
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tial conditions of the TC structure and intensity and
the simulation of a TC using the Advanced Weather
Research and Forecasting (ARW-WRF) model. We
will show that this combination is ideal for achieving
realistic simulation of any TC if a high quality analysis
and a good regional forecast model are available. The
main objective of this paper is to demonstrate the ef-
fectiveness of the method using Typhoon Megi (2010)
The method is briefly described in
Section 2. The Typhoon Megi case is briefly discussed

as an example.

in Section 3 together with a description of the model
setup and experimental design. Section 4 discusses the
simulation results and demonstrates the effectiveness
of the method in achieving an improved simulation of
Typhoon Megi. A summary is presented in the last

section.
2. Methodology

The DI scheme that we used to spin up the ini-
tial TC vortex includes two steps: vortex separation
and cycle runs with SN. The core of the DI scheme is
to spin up the axisymmetric TC vortex from the 3-h
forward model integration with the use of the large-
scale SN. Note that we use 3-h forward integrations
(cycle runs) instead of 1-h integrations used in van
Nguyen and Chen (2011). This allows the TC vortex
to better adapt to the environment and to achieve the
dynamical balance more sufficiently. To keep the en-
vironmental information as close to the observations
as possible during the cycle runs, the SN scheme is
used to retain motions with wavelengths longer than
1000 km. The approach was developed based on the
ARW-WRF model, which includes three nested do-
mains. The DI scheme is applied to both the outer-
most and the second domains because the innermost
domain is not large enough to cover the major portion
of the TC vortex. The SN scheme is only applied to the
outermost domain which provides the lateral bound-
ary conditions to the nested domains. The SN is ap-
plied not only to the cycle runs but also to the model
simulation (see schematic diagram shown in Fig. 1).

2.1 Vortex separation

Since both the intensity and structure of a TC
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Fig. 1. Schematic diagram showing the flowchart of the
dynamical initialization (DI) of the axisymmetric tropical
cyclone (TC) vortex and the subsequent numerical simu-

lation from to, both with the large-scale spectral nudging.

vortex in the global coarse-resolution analysis field are
often unrealistic and the TC center may also devi-
ate from that observed, the main objective of the DI
scheme is to replace the unrealistic TC vortex by a
more realistic and dynamically constrained TC vor-
tex. Therefore, the first step of the DI is to separate
the TC vortex from the total field of the global anal-
ysis. Here the vortex separation algorithm developed
by Kurihara et al. (1993) and later modified by van
Nguyen and Chen (2011) is utilized. The total field
F in the global analysis (or model output) is first de-
composed into the basic field (FP) and the disturbance
field (F9). FP is obtained by two sequential smooth-
ing operations in zonal and meridional directions given
below

—b
Fi;=Fij+Kn(Fi—q.; + Fitq., —2F;), (1)

b —b

b —=b —b -
Fo=F;+ Kn(Fj_q +Fijiq —2F;), (2)

i

where F' can be any scalar variable, such as sea level
pressure, geopotential height, zonal and meridional
winds, temperature, and water vapor mixing ratio; ¢y

_ [111cos(eo) 1 2m B
= [T and K, = 5(1—0055) ,m =2,

3,4,2,5,6,7,2, 8,9, and 2; g, is introduced in van
Nguyen and Chen (2011) to make the filtering algo-
rithm more applicable to any horizontal grid spacing
A less than 100 km, ¢q is the latitude of the observed
TC center, |
dex, and ¢, j are the grid point indices in zonal and

] denotes the nearest integer grid in-

meridional directions. By application of this filtering

operation, all components with horizontal wavelengths
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less than 900 km are completely removed, namely, the
inner core part of the TC vortex in the analysis field is
totally removed. The disturbance field is then easily
obtained as the residual by subtracting the basic field
from the original total field, namely, F4 = F — F® no
matter for the analysis data or for the model output.

The disturbance field (F9) contains not only the
TC vortex (F') but also the non-TC perturbation
(Fn-hv), (1993), we use
the cylindrical filter centered at the TC center in the

Following Kurihara et al.

analysis field or model output to isolate the TC vortex

from the disturbance field as given below
F™(r,0) = Fi(r,0) — {F%(ro,0)E(r)
+Fd(ro)[1 — E(r)]}, 3)
(TO)Q]

expl—(ro — 1)?/1?) — exp— "%
(ro)? ’

7]

the radius from the TC center and 6 is the azimuth,

where E(r) =

1 —exp[—

and rq is the radius out of which the TC component
becomes zero, which is set to be 600 km here (theo-
retically it should be adjusted according to the size of
the targeted TC vortex). The weighting function E(r)
smoothly changes with radius from 0 at » = 0 to 1 at
r =ro. In E(r), [ is a parameter controlling the filter
shape and is set to be 1/5 of r¢ as in Kurihara et al.
(1993).

The asymmetric part of the TC component is
known to play an important role in controlling TC
motion (Holland, 1983; Kurihara et al., 1993, 1995).
We simply assume that the asymmetric part is rea-
sonably resolved in the analysis field although the ax-
isymmetric flow in the inner core region is substan-
tially weak compared to the actual TC. Therefore, in

the DI scheme, the TC vortex field is further decom-
1

posed into the axisymmetric (F?* = o %FthG) and
™

asymmetric (F* = FB — [3) components. In the

cycle runs described below, only the axisymmetric TC
component is spun up while the basic field, the asym-
metric TC component, and the non-TC perturbation

field remain unchanged.
2.2 Cycle runs and vortex construction

The cycle run is the key of the DI scheme. It

spins up the axisymmetric TC vortex component as
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done recently in Cha and Wang (2013). Each cycle
run is initialized at the initial model simulation time
to and is integrated for 3 h. In the first cycle run,
the axisymmetric TC vortex in the analysis field is
relocated to the observed TC center if the center of
the vortex in the analysis field is deviated from that
observed. In all the subsequent cycle runs, the ax-
isymmetric TC vortex from the current cycle run is
used to replace the axisymmetric vortex in the previ-
ous cycle run at tg. The cycle run is repeated until the
intensity of the TC vortex from the last cycle run is
comparable to the observed TC intensity. To ensure a
smooth merging of the axisymmetric TC vortex from
the cycle run and the rest of the field at ¢y, we define
F2X, and F*, as the axisymmetric TC vortex both at
the initial time ¢y and after a cycle run, and construct
a new axisymmetric TC vortex by

Frax

new

= whZ + (1 —w) s, (4)

where w is a weighting function given below

0.0 r> 2
w = 0.5[1+c0827r<r_ro)} Dcrgrm, ()
To 2
1.0 r>Tp.
From Egs. (4) and (5), we can see that the inner

part (r < r9/2) of the axisymmetric TC component
is replaced by the axisymmetric component from the
3-h cycle run, while the outer region (r > rg = 600
km) is determined by the axisymmetric component
in the original analysis field. This implicitly assumes
that the storm-scale outer circulation can be reason-
ably resolved by the global analysis. Therefore, the
DI scheme through the cycle runs only enhances the
axisymmetric TC core where the global analysis could
not resolve. The new axisymmetric vortex given in
Eq. (4) is merged with the other components defined

earlier to form the initial field for the next cycle run.
2.3 Spectral nudging

The SN technique has been widely used in re-
gional climate modeling (e.g., Kida et al., 1991; von
Storch et al., 2000; Riette and Caya, 2002; Miguez-
Macho et al., 2005; Cha et al., 2011).

the model to nudge only the selected component in

It allows
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a model simulation. For example, in most applica-
tions, the large-scale component or the driving field
in a limited-area model is expected to remain close
to the observation. Such a large-scale nudging can be

mathematically expressed as

- = F(Q) +a(Qg - QR); (6)

where @ is a model prognostic variable, F' is the model
operator, a (= 0.0003, corresponding to an e-folding
damping time of 55.6 min) is a nudging coefficient,
and Qlé and Qlﬁ are the large-scale components of the
global analysis and the model forecast, respectively.
From Eq. (6), we can see that the large-scale SN
constrains the model simulated large-scale component
close to the global analysis at any given time during
the model integration. Therefore, the application of
the large-scale SN can prevent the large-scale compo-
nent in the regional model integration from drifting
from the driving field.

The SN is a new option for the upper-air nudging
since the ARW-WRF version 3.1. Currently the SN
can be applied to zonal and meridional wind compo-
nents, potential temperature, and water vapor mixing
ratio in the ARW-WRF model. In a recent study,
Cha and Wang (2013) used the large-scale SN in the
outmost model domain in their DI scheme to reduce
errors in the large-scale motion during the cycle runs.
They nudged both the large-scale wind and tempera-
ture fields in the mid-upper troposphere. In our ap-
plication, the SN is applied only to the mid-upper tro-
pospheric wind field in the outermost domain. Note
that since our interest is to achieve realistic simula-
tion, not prediction, of the TC motion, structure and
intensity changes, we use the SN to preserve the large-
scale wind field with wavelengths longer than 1000 km
not only during the cycle runs in the DI scheme but
also throughout the model simulation as discussed in
the following two sections.

3. Typhoon Megi (2010), model settings, and
experimental design
3.1 An overview of Typhoon Megi (2010)

Typhoon Megi (2010) was the most powerful
and longest lived TC over the western North Pacific
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(WNP) and South China Sea (SCS) in 2010. It was
first identified as a tropical disturbance by the Joint
Typhoon Warning Center (JTWC) on 12 October.
The Japan Meteorological Agency (JMA) and JTWC
began to monitor the low-level cyclonic circulation as
a tropical depression (TD). The TD further intensi-
fied into a tropical storm (TS), named Megi by JMA
at 1200 UTC 12 October. Later, on 14 October, an
eye of the storm could be clearly seen from satellite im-
ages, and thus JMA upgraded Megi to a severe tropical
storm (STS) and JTWC upgraded it to a category-1
typhoon. JMA upgraded Megi to a typhoon on 15 Oc-
tober.

As shown in Fig. 2, Megi initially moved north-
westward and then turned west-southwestward. It ex-
perienced a rapid intensification from 16 to 18 Oc-
tober during which Megi attained its peak intensity
with the central sea level pressure (SLP) of 905 hPa
and the maximum 10-m wind speed of 80 m s~!, the
only super typhoon over the WNP in 2010. Megi made
landfall over the Luzon Island in northern Philippines
at around 0325 UTC 18 October.
a category-2 typhoon immediately after its landfall

It weakened to

over the Luzon Island. After crossing the Luzon Is-
land, Megi entered the SCS and turned northwest-
ward and then suddenly northward. During its north-
ward turning over the SCS, Megi slowed down while
re-intensified from category-2 to category-4 with the
central SLP of 935 hPa and the maximum 10-m sus-
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tained wind speed of 57 m s~!. Early on 20 October,
Megi turned north-northeastward. It then weakened
to a TS, and finally a TD, and made its second landfall
at Zhangpu in Fujian Province, China on 23 October
and dissipated on the next day.

In addition to the distinct track and intensity
changes (Fig. 2), Megi also experienced remarkable
structure changes. For example, the storm size in-
creased rapidly during its rapid intensification stage.
Its original eyewall experienced a breakdown when it
crossed the Luzon Island and redeveloped shortly af-
ter it entered the SCS. A new outer eyewall formed
at a larger radius as a result of the axisymmetriza-
tion of outer spiral rainbands (Fig. 3). In the mean-
time, a new inner eyewall re-formed in the eye region of
the large outer eyewall, a double eyewall phenomenon

never being documented before.
3.2 Model settings

The numerical simulations of Typhoon Megi pre-
sented in this study were performed using the ARW-
WRF model version 3.3.1.

is fully compressible and nonhydrostatic. The model

The model atmosphere

uses the terrain-following, hydrostatic-pressure (o) as
the vertical coordinate. The model domain is two-way
interactive, triply nested. The three meshes have sizes
of 455x375, 436x436, and 328x328 grid points with
horizontal grid spacings of 18, 6, and 2 km, respec-
tively. The resolutions of the terrain height and land-

ONTR

25

1000 (b
g:; 9807
< 9603

20

2 odog
% 9207

900
12 13 14 15 16 17 18 19 20 21 22 23 24 Oct

Gt

15 5\‘

100 ©
1(c

80

" 60

o

£ w
= 20

10 :

115 120 125 130 135 140

O
12 13 14 15 16 17 18 19 20 21 22 23 24 Oct
145°E Date

Fig. 2. (a) Track of Typhoon Megi (2010) at 6-h intervals, and the time series of (b) central sea level pressure (hPa)
and (c) maximum sustained 10-m wind speed (m s™') of the JTWC best track data from 0000 UTC 12 to 0000 UTC 24

October 2010.
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Fig. 3. Satellite images at given times during 15-21 October 2010, showing the inner core size increase before Typhoon
Megi (2010) made landfall over the Luzon Island and the remarkable structure changes when the typhoon crossed the

Luzon Island. Courtesy of the US Naval Research Lab.

use data for these meshes are 5 min, 2 min, and 30 s
(about 9, 4, and 1 km), respectively. There are 36 un-
even o-levels for all meshes extending from the surface
to the model top at 50 hPa. Both the 6- and 2-km
meshes automatically move following the TC center
during the simulation to allow the TC inner core to
be covered in the nested meshes (Fig. 4). The out-
ermost 18-km mesh is fixed during the model integra-
tion. Most of the results discussed below are the out-
put from the innermost mesh. The model physics in-
clude (1) the single-moment 6-class cloud microphysics
scheme (WSM6, Hong and Lim, 2006) for grid-scale
moist processes; (2) the Mellor-Yamada Nakanishi and
Niino level-2.5 turbulence closure scheme (Nakanishi
and Niino, 2004) for subgrid-scale vertical mixing with
the Monin-Obukhov similarity theory for surface flux
calculations over the ocean where the roughness length
for momentum is modified for TC strength winds
(Moon et al., 2007); (3) the Rapid Radiative Transfer
Model (RRTM) (Mlawer et al., 1997) for longwave ra-
diation calculation and Dudhia scheme (Dudhia, 1989)
for shortwave radiation calculation; (4) the NOAH
land surface scheme (Ek et al., 2003) for land surface
processes; and (5) the Kain-Fritsch cumulus parame-
terization scheme (Kain and Fritsch, 1990, 1993; Kain,

2004) for deep and shallow convection in the outermost
domain. We assume that convection can be roughly
resolved in the two inner nested meshes. Dissipative
heating is considered in all model meshes.

The model initial and lateral boundary conditions
for both cycle runs and model simulations are interpo-
lated from the National Centers for Environment Pre-
diction (NCEP) global final (FNL) analysis which has
a horizontal resolution of 1°x1° on 27 uneven pressure
levels. The daily sea surface temperature (SST) data-

S

: T \
110 120 130 140 150°E

Fig. 4. The triply-nested, movable mesh model domains

used for Typhoon Megi simulation in this study.



462

set at a 1°x1° resolution is also from the FNL. The
details for the DI and the experimental design for Ty-
phoon Megi (2010) are discussed below.

3.3 DI for Typhoon Megi

The DI scheme described in Section 2 was used
to initialize Typhoon Megi at 0000 UTC 15 October
2010, which is about one day before the onset of rapid
intensification (RI) of the storm. In the Megi case, af-
ter 5 cycle runs, the model TC obtained the intensity
comparable to that observed in the JTWC best track
data and achieved the structure typical of a strong TC.
Figure 5 shows the SLP fields from the initial FNL
analysis and those from the first, third, and fifth cycle

runs, respectively. In the initial FNL analysis field,
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the central SLP of the TC vortex is too weak com-
pared to that from the JTWC best track data (1002.1
versus 956 hPa), mainly because the storm core was
not resolved well by the coarse resolution FNL anal-
ysis. The vortex deepened gradually after each cycle
run and the TC vortex developed a compact inner core
Af-
ter 5 cycle runs, the TC vortex reached an intensity

with a central SLP of 956.4 hPa and the maximum
-1

structure, consistent with observations (Fig. 3).

10-m sustained wind speed of 45.2 m s™*, compared
well with the observed 956 hPa and 45 m s~! in the
JTWC best track data.

In addition to the storm intensity, the DI also pro-
duced the realistic storm structure. As we can see from

the azimuthal mean tangential wind given in Fig. 6,
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Fig. 5. The sea level pressure field (hPa; shaded) superimposed with the surface winds (wind bars) from (a) the NCEP
FNL analysis; and from the dynamical initialization after (b) 1 cycle run, (c) 3 cycle runs, and (d) 5 cycle runs for

Typhoon Megi at 0000 UTC 15 October 2010.
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dynamical initialization after (b) 1 cycle run, (c¢) 3 cycle runs, and (d) 5 cycle runs for Typhoon Megi at 0000 UTC 15

October 2010.

the axisymmetric structure of the TC vortex in the
FNL analysis is quite weak and has the radius of max-
imum wind (RMW) of 140 km in the lower troposphere
(Fig. 6a). After 1 cycle run, the storm started to in-
tensify and contracted in its inner core size (Fig. 6b).
After 3 cycle runs, the storm continued intensifying
with the RMW reduced to about 60 km with a deep
cyclonic circulation (Fig. 6¢). After 5 cycle runs, the
storm further intensified and developed the structure
typical of a mature TC with the RMW of about 50
km (Fig. 6d). Consistent with the primary circula-
tion, the secondary circulation was also well developed
through the cycle runs. As seen in Fig. 7, both the ra-
dial inflow in the boundary layer and the outflow in the
upper troposphere are quite weak in the FNL analysis
(Fig. 7a). After 3 and 5 cycle runs, both developed

well (Figs. 7c and 7d), showing typical axisymmetric
structure of a strong TC.

Since the DI scheme only spins up the axisymmet-
ric component of the T'C vortex, it is also our interest
to look at the asymmetric structure of the storm. Fig-
ure 8 shows the zonal-vertical cross-sections of total
wind speed and potential temperature across the TC
center from the FNL analysis and from the DI after
1, 3, and 5 cycle runs, respectively. We can see that
the TC vortex in the FNL analysis shows an east-west
asymmetry in total wind speed with stronger winds to
the east of the storm center (Fig. 8a). This asym-
metry is maintained throughout the cycle runs (Figs.
8b—d). The above results indicate that the DI substan-
tially improved the TC intensity and structure from
the coarse-resolution FNL analysis.
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3.4 FExperimental design

Four experiments were designed (Table 1) to
demonstrate how the combined use of the DI scheme
and the large-scale SN improves the subsequent sim-
ulation of Typhoon Megi. In the control (CTRL) ex-
periment, both the DI scheme and the large-scale SN
described in Sections 2 and 3.3 were used throughout
the simulation. In the second experiment (SN_NDI),
the DI scheme was not used while the large-scale SN
was used throughout the simulation. In the third ex-
periment (NSN_DI), the DI scheme was used while the
large-scale SN was skipped in the simulation. In the
last experiment (NSN_NDI), neither the DI scheme
nor the large-scale SN was used in the simulation. The
latter three simulations were designed as sensitivity
experiments to demonstrate the advantages of the DI

scheme and the large-scale SN in realistic simulation

Table 1. Summary of experiments performed in this

study
Experiment SN DI
CTRL Yes Yes
SN_NDI Yes No
NSN_DI No Yes
NSN_NDI No No
of a real TC.

In all experiments, the initial time was 0000 UTC
15 October 2010. As in the DI scheme, the initial and
lateral boundary conditions and SST were interpolated
from the FNL analysis data with a 1°x1° resolution.
The model was integrated for 168 h up to 0000 UTC
22 October for each experiment. Therefore, the simu-
lation covered the initial RI period of Megi, the weak-
ening during its landfall over the Luzon Island, and its

re-intensification and sudden northward turning mo-
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5 cycle runs valid at 0000 UTC 15 October 2010.

tion after it reentered the ocean over the SCS. In the
next section, we will demonstrate that the use of the
DI scheme and the large-scale SN considerably im-
proves the simulated storm track, structure, and in-
tensity changes.

4. Results

4.1 Storm track and intensity

Figure 9a shows the tracks of Typhoon Megi simu-
lated in the four experiments listed in Table 1 together
with the track from the JTWC best track data. All
experiments simulated the west-northwestward move-

ment in the first two days and the west-southwestward

movement until the storm crossed the Luzon Island.
The considerable difference among the four experi-
ments occurred about one day after the storm crossed
the Luzon Island and reentered the ocean over the
SCS. In particular, the difference is large between sim-
ulations with and without the use of the large-scale
SN. The tracks from the experiments with the SN
(SN_DI and SN_NDI) are in good agreement with the
JTWC best track data, especially from CTRL with the
DI. The improved track forecast in these two experi-
ments can be attributed to the improved large-scale
circulation in the simulations as a result of the use of
the large-scale SN (see Section 4.3 below). The track
with the DI is closer to the best track than that with-
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out the DI, suggesting that the better representation
of the initial TC structure from the DI also contributes
to the improved track simulation. The track errors in
the two experiments without the use of the SN are rel-
atively large (Fig. 10a). The extremely large track er-
rors are related to the substantially delayed northward
turning after the storm entered the SCS, in particular
for the simulation without the DI (Fig. 10a). Only the
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CTRL experiment with both the DI and large-scale
SN captured the timing and location of the observed
northward turning motion over the SCS realistically
(Fig. 9).

The simulated storm intensity also shows sensitiv-
ity to both the DI and the SN (right panels in Fig. 9).
Overall, all experiments simulated well the intensity
change in terms of the central SLP and the maximum
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NSN-NDI ]
SN—NDI = 980
NSN-DI = 960
CTRL = ]
25 £y 940
920

9007 v

j

15 16 17 18 19 20 21 22 Oct

TG

~

N W
15 Y g
X
| 20—
10 ! 15 16 17 18 19 20 21 22 Oct
110 115 120 125 130 135 140°E Date
Fig. 9. (a) Track of Typhoon Megi, and the time series of (b) central sea level pressure (hPa) and (c) maximum

sustained 10-m wind speed (m s™') from 0000 UTC 15 to 0000 UTC 22 October 2010 from the JTWC best track data

(black) and from the four experiments listed in Table 1.
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Fig. 10. Simulated TC (a) track errors (km) and (b) intensity biases (m s™') in the four experiments listed in Table 1.
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sustained surface wind speed. Namely, all experi-
ments simulated the rapid intensification of the ob-
served storm before it made landfall over the Luzon
Island, the rapid weakening after landfall across the
Luzon Island, and the re-intensification of the storm
after it reentered the ocean over the SCS. Neverthe-
less, the simulations with the DI in general produced
the storm intensity in better agreement with the best
track data than those without the DI (Fig. 10b). In
particular, the simulations without the DI show large
negative intensity biases in the first 2-3 days due to
the weak intensity of the initial TC vortex in the FNL
analysis. However, all experiments failed to reproduce
the slow weakening and thus overestimated the storm
intensity after 0600 UTC 20 October when the storm
moved north-northeastward over the SCS. This was
partially due to the ignorance of the negative ocean
feedback because the daily mean SST was used in all
simulations. Note that although large differences oc-
curred between the experiments with and without the
DI, the intensity bias show similar tendencies (Fig.
10b), indicating that the difference in storm track did
not contribute significantly to the intensity bias in the
Megi case. The large intensity bias around 0600 UTC
18 October in both CTRL and SN_NDI is related to
slightly earlier landfall of the storm in the simulations
than in the observation. Note also that the intensity
biases are relatively large compared to the track er-
rors even though the DI scheme was used, indicating
that it is still a challenge to realistically simulate TC
intensity by high-resolution numerical models.

The above results show that the simulated storm
track can be largely improved with the use of the large-
scale SN, while the simulated storm intensity can be
improved with the use of the DI scheme, at least for
the first 6-12 h. Overall, the CTRL simulation with
both the DI and the large-scale SN reproduced both
the track and intensity changes better than any of the
other three experiments. This suggests that the ap-
proach described in Section 2 can be used to achieve
improved simulations of the track and intensity of real
TC cases if a good global analysis is available and used

to drive a high-resolution regional atmospheric model.
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4.2 Storm structure change

A detailed verification of the three-dimensional
structure of the simulated storm is impossible since
there are few observations available over the open
ocean. Here we roughly compare the cloud/preci-
pitation structure based on the cloud/precipitation
features from satellite observations, such as the
MIMIC-IR (Morphed Integrated Microwave Imagery
at CIMSS, with infrared) images as shown in Fig. 11.
Since the brightness temperature is highly correlated
with deep convection and heavy precipitation, it is
qualitatively comparable to the model simulated radar
reflectivity near the surface, which reflects surface pre-
cipitation.

At 2000 UTC 15 October, just before the RI
started, the storm displayed considerable convective
asymmetric structure in the eyewall, with enhanced
and wide convective area in the northeast quadrant
and a much narrower eyewall to the south (Fig. 11a).
An inner and an outer spiral rainbands extended out-
ward from the eyewall to the southeast. The over-
all cloud/precipitation structure was simulated rea-
sonably well in the two experiments with the DI
(CTRL and NSN_DI) though the simulation without
the SN (NSN_DI) produced convection too strong in
the southern eyewall (Figs. 12a and 12b). In sharp
contrast, the two experiments without the DI simu-
lated partial eyewall structure with eyewall convection
to the south almost missing (Figs. 12c¢ and 12d). Since
the results shown in Figs. 1la—d are only after 20 h
of model integration, it is suggested that the DI of
the initial TC vortex significantly improved the storm
structure in the early model simulation.

By 2300 UTC 17 October, at the time just be-
fore the storm made landfall over the Luzon Island,
the storm developed double eyewall structure and in-
creased in its size with active outer spiral rainbands to
the northeast and over the Luzon Island (Fig. 11b).
The overall structure was simulated reasonably well
in all experiments except for the failure of the dou-
ble eyewall structure at the given time in the simula-

tion and the difference in the simulated storm position
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winds, and those at top right of each panel denote the temporal separation from the microwave overpass nearest in time.

(Figs. 12e-h). Despite the failure in simulating the
double eyewall structure just before the landfall of
the storm, all experiments simulated a double eye-
wall structure after the storm made landfall and moved
over the Luzon Island as a result of the rapid contrac-
tion and then the weakening of the original eyewall
and the sustaining of the strong outer quasi-symmetric
rainbands (figure omitted). Note that the difference
between the experiments with and without the DI be-
comes insignificant in Figs. 12e—h, suggesting that the
DI affects the simulated storm structure mainly in the
first day before the storm developed well in the Megi
case.

Megi exhibited a drastic eyewall structure change
after it crossed the Luzon Island and entered the SCS
(Fig. 3). The original eyewall disappeared when the
storm moved over the Luzon Island. After the storm
entered the SCS, it formed a new large eyewall as a re-
sult of the axisymmetrization of the outer spiral rain-

band. This is because the outer circulation/rainband

remained strong when the storm moved across the Lu-
zon Island even though its inner core intensity sub-
stantially weakened (Figs. 3 and 11c). Similar features
have been previously described for storms that crossed
the Luzon Island based on both observations and nu-
merical simulations (Wu et al., 2003, 2009; Chou et
al., 2011). At the time given in Fig. 1lc, the new eye-
wall was at its formation stage with strong convection
to the northwest, a strong and wide convective spiral
rainband extending from the new eyewall to the south-
west, and some loosely organized convective activities
to the southeast. The overall structure, including the
asymietric structure, was simulated reasonably well
in all experiments (Figs. 12i-1). The phase of the con-
vective asymmetries was better simulated in the two
121 and 12j). The
storm simulated in NSN_NDI showed stronger eye-

experiments with the DI (Figs.

wall convection and was more axisymmetric than the
storm simulated in any other experiments (Fig. 121).

The storm in SN_NDI developed strong convection to
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Fig. 12. The model simulated radar reflectivity at ¢ = 0.9215 at (a—d) 2000 UTC 15, (e-h) 2300 UTC 17, (i-1) 0100
UTC 19, and (m—p) 0900 UTC 20 October 2010 from experiments (a, e, i, m) CTRL, (b, {, j, n) NSN_DI, (c, g, k, o)

SN_NDI, and (d, h, I, p) NSN_NDL

the northeast in the new eyewall (Fig. 12k) instead of
the northwest in the observation (Fig. 11c).

Megi developed a double eyewall structure again
as it re-intensified over the SCS (Fig. 11d). The devel-
opment of the double eyewall structure was partly re-
sponsible for the observed weakening of the storm after
0600 UTC 20 October. None of the experiments sim-
ulated the formation of the double eyewall structure
as observed (Figs. 12m-p). Note that the CTL exper-

iment produced an apparent double eyewall structure
but not as typical as that observed (Fig. 12m). As
a result, all experiments failed to simulate the weak-
ening of Megi after 20 October. Nevertheless, overall,
both the DI and the large-scale SN contributed to the
improved simulation of the storm structure evolution
although some discrepancies exist. The results from
CTRL could thus be analyzed to understand the phys-
ical mechanisms responsible for the structure change
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when Megi crossed the Luzon Island as well as the pos-
sible terrain and landmass effects of the Luzon Island

in a future study.
4.3 Effect of spectral nudging

We have already shown above that the large-scale
SN considerably improved the simulation of Typhoon
Megi, in particular its track. This is due to the fact
that the large-scale SN effectively preserved the large-
scale environmental flow. This can be measured by the
root mean square error (RMSE) for any given variable
of the large-scale component in the model simulation
from the FNL analysis (namely, the driving field). Fig-
ure 13 shows the time series of the RMSEs for both
zonal and meridional winds at 500 hPa in the four
The RMSEs for the
experiments with and without the DI are quite close
to each other, indicating that the DI of the TC vor-
tex has little effect on the large-scale environmental
field.
between the experiments with and without the use of

experiments listed in Table 1.

In sharp contrast, the large difference occurs

the large-scale SN. For example, throughout the 7-day
simulation, the RMSEs for both zonal and meridional
winds are generally less than 0.6-0.7 m s~! in the two
experiments with the SN while they increased with
time almost linearly in the first 2-3 days and then re-
mained as large as about 2.2-2.5 m s~ !, nearly 3-3.5
times larger than those with the large-scale SN. Note
that the track errors remained small in the first 5-day
simulation even without the use of the large-scale SN
(Fig. 10a). This is mainly because errors in the large-
scale wind field appeared in the midlatitude where the
error grows much faster than that in the tropics while
the storm was located in the deep tropics. Neverthe-
less, the large errors in the large-scale wind field even-
tually led to large errors in the simulated storm track
in the last two days (Fig. 10a). The results there-
fore demonstrate that the use of the large-scale SN
effectively preserves the environmental flow and thus
improves the simulation of storm motion.

Figure 14 shows the large-scale component of
geopotential height at 500 hPa after 3-, 5-, and 7-
day simulation in CTRL and NSN_DI experiments,
respectively. The simulated large-scale geopotential
height field in the experiment with the large-scale SN
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(CTRL simulation) shows little deviation from that
in the FNL analysis throughout the simulation (Figs.
14a, 14c, and 14e). In the experiment without the
large-scale SN (NSN_DI), the simulated large-scale
component of geopotential height field shows consider-
able deviation from the FNL analysis (Figs. 14b, 14d,
and 14f). The deviation increased with time in the
simulation without the SN. After the storm crossed
the Luzon Island, the WNP subtropical high weak-
ened and retreated eastward in the FNL analysis (Fig.
14). The southerly wind west of the subtropical high
steered the storm northward around 20 October (Fig.
9). This was well simulated in the CTRL experiment
with the SN. In the experiment without the SN, the
simulated subtropical high is stronger than the ob-
served, which led to a slightly faster movement and
considerably delayed the northward turning of the sim-
ulated storm (Fig. 9). By the end of the 7-day simu-
lation, considerable deviation in the large-scale geopo-
tential height field is obvious. It is featured with the
strengthening of a ridge northeast of the simulated
storm, leading to a westward track error in the expe-
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riments without the large-scale SN.

The results above demonstrated that the use of
the SN reduced the model bias in the large-scale envi-
ronmental flow and thus improved the simulated storm
track. Without the SN, the model bias in the sim-
ulated large-scale environmental flow increased with
time and led to considerable bias in the simulated
storm track. As a result, if the focus of a study is
not on how the TC affects the large-scale environmen-
tal flow, the large-scale SN is an attractive approach
to achieving the realistic simulations of a real TC in a

high-resolution regional atmospheric model if a good

global analysis is available and used to drive the re-

gional model.

5. Conclusions

In this study, we have presented a new approach,
which combines a DI scheme with 3-h cycle runs and
the large-scale SN, to achieving improved simulations
of a real TC, including its track, structure, and inten-
sity changes, using the advanced WRF model. The
DI scheme effectively provides realistic high-resolu-
tion initial conditions for the targeted TC. In this DI
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scheme, the axisymmetric component of the TC vor-
tex in the coarse-resolution global analysis is replaced
by the more realistic and dynamically-constrained ax-
isymmetric TC vortex after each 3-h cycle run. The
asymmetric component is implicitly assumed to be
resolved well in the global analysis field and is thus
kept unchanged at the initial time of the cycle runs.
The cycle run is terminated once the intensity of the
model TC is comparable to that observed. The DI
scheme has been shown to be able to improve not only
the simulated TC intensity but also the simulated
TC structure.
large-scale environmental flow, which controls the TC

To reduce the bias in the simulated

motion, the large-scale SN approach is used to the
wind field in the outermost model domain. The SN
is applied not only during the cycle runs but also
throughout the subsequent model simulation.

The effectiveness of the proposed approach has
been demonstrated with a case study of Typhoon
Megi (2010) using the ARW-WRF model. The con-
trol experiment with the proposed approach realisti-
cally reproduced many aspects of Typhoon Megi in a
week-long simulation. The model simulated quite well
the storm track, and structure and intensity changes.
In particular, the model captured not only the rapid
intensification and the size increase before Megi made
landfall over the Luzon Island, but also its drastic
structure changes when Megi crossed the Luzon Island
in the northern Philippines. The control simulation
also reproduced the re-intensification and the forma-
tion of the new large eyewall after Megi entered the
SCS. The results from several sensitivity experiments
show that the use of the large-scale SN contributed
greatly to the improved track simulation, in particular
for the simulation after three days, while the use of
the DI scheme mainly improved the storm intensity
and structure in the first 2-3-day simulation. Overall,
the results demonstrate that the combined use of the
DI and the SN is quite effective and ideal for achieving
improved simulation for the process studies focusing
on TC inner-core dynamics, and structure and inten-
sity changes. Our detailed studies to understand the
rapid intensification, size change, and intensity and
structure changes in Typhoon Megi are underway and

the results will be reported separately.
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Because the main purpose of this paper is to in-
troduce the new approach, its effectiveness has been
examined by one simulation. However, results from
some extra experiments with different initial times are
also promising (figure omitted). Nevertheless, more
case studies are required to demonstrate the robust-
ness and applicability of the proposed approach in
In addition, the DI scheme can be

combined with a four-dimensional data assimilation

future studies.

system during the cycle runs to further improve the
initial TC structure. Note that although the approach
has been developed based on the ARW-WRF model, it
can be easily transferred to any other high-resolution
models since it was constructed as an individual mod-
ule.

Finally, it should be mentioned that the approach
proposed in this study has some limitations. Firstly,
the approach is better applied to well-defined TC sys-
tems since if the system is too weak, the axisymmetric
component may not be well determined. Secondly,
the cycle runs only spin up the axisymmetric compo-
nent of a TC. As a result, if a storm has significant
asymmetric structure in particular in the inner core
region, the approach will not work properly. Thirdly,
since the azimuthal mean is performed to construct
the axisymmetric TC vortex after each cycle run, once
the TC is approaching any topography, the approach
will have errors since extrapolations need to be used.
As a result, when the targeted TC is too close to to-
pography, the approach is not recommended. In that
case, the earlier initial time can be considered for the
simulation. This may not be a barrier for the applica-
tion of the proposed approach since it is proposed to
improve numerical simulations not prediction. Nev-
ertheless, it will be a good topic for a future study
to extend the current work to include the asymmetric
structure, which is beyond the scope of this work.
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